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1.0 Introduction

An operating program accepts as in.Jut an essay cf up to
300 words in length, and ylelds as cutput an esscy-iype para-
phrase that is s uonredundani sw=2ory of the cinter: of the
source text.

" Although no transformations are used, the conizul of ssive=al
sentences in the input text may be cambined into 2 3in. . sentence
in the output. The format of the cutput essay nay be varied by
adjustment of program parameters. In addition, the system occasion-
ally inserts subject or object pronouns in its paraphrases to avoid
repetitious style.

The components of the system inc.ide a phrese structure and
depenaency ter~er, a routine for cstablishing dependency links
across sentences, & progran for pgencssti~t coherent sentence para-
onrases randomly with respect to ordar and repctition of source
text subject ma*’~>, a control system for &temhim +he logical
sequence of the paraphrase sentences, md s routine for inseriing
pronouns.

The preseni version ¢f tr2 pro.rei requires thu. L.gividua
word class assignments be part n° 41 - {nferrstica 1 ppl..d with a
srurce text, and also, that the g.-omatf~al  tructiusr of =h»

utence:c in tha seource cenorr b Lic ;.::'xi-ta:iona of the rarsing

syatem.

.
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2.0 Dependency-Phrase Structure P&sinc Systen

The parsing systexﬁ used in ihe sutomatic essay writing !
experiments performed a .phrase structure and dependency analysis
simuitanecusly. Béfore describing if.- eration it will t;!.- useful
to evplain thz qpex;ation of & typleal phrase strunture pac-ing
syctem. ' . .

Cocke gr IBM, Yorktau‘n,.' developed a program for the recognition
of all posaible treg structures for a given sentence. The program
requires a grammar of bimry formilas for reference. While Cocke
never wrote about the ‘progrn hipself, others have described its
operation and constructed gremmars to be used with the program. 12

The operation of the systex may be illustrated with a brief
" example. Let the gremmar consist of the rules in Tsble 1;
l:t the sentence .z t- narsed be: ;
A B COD '
The greammar is scamned for a match with the tirult pair of
entities occurrf;rtg in the sentence. Rule 1 of Table 1,
A+ B =P, avplies. Accordingly A end B *.y be lini.d together in

a tree struzture swd tiair lJtaking rode labolszd P.
(a) /P\
A B

But the next pair of elerents, . + C, is also in Teble 1. This

¢

demands the analysie -f an adaicional tres structure.
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1. A+B =P
2. B+Cs=Q
3. P+Ca=R
L, A+Q=5
5% S5 +D=T
6. R+D=U
Table 1

I1lustiative Lwuwles f2r focke's Parsing System
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Q
B/ \C

These two trees are now exacined again. For tree (a) , the

(v) A D

sequence P + C i3 fuw.2 ‘n Toble 1, ylelding

\
(a}

R
-
SR
A B [« D
For tree (b), thc pair A + Q is found in Table 1, but not

the sequence Q + D. The result here is:

(v) s
iy,
/\
A B ¢

Further examinetion of tree (a) reveals that R + D is an entry in

D

Table 1.
(a) R/.U '
i P \ \ -
N / \‘ 3 B
i A B € D
In tree (L}, ~ + D is found to be in Table .:
(v) T '
. —
5 \
[ e
I/ \
A B € D

The analysis hes , .elded twn possir?~ “rze sirur-ures for the
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sertence, A B C D. Depénding upon ine grammar, analysis of
longer scntences right yicld hundreds or even thousands of alternate
tree structurec.

Alternatively, soor ~¢ the coparale wee struclures =ight not
lead to comr'etion. If grarmar rule G of Tabie 1, R + D = U, v:re
deleted, the analysis of sentence {a) in the exwsmple c-uld not he
completed. Cocke's systcn performs all anmalyses in pere®'-? mnd
saves only those which can te completed.

The possibility of us‘ng a parsing grammar as a generation
grammer is described in section 3.

2.1 Phrase Structure Parsing with Subscripted Rul:s

The phrase structure parsing systez devised by the suthor makes
use of a more cooplex type of grammatical formula. Although the
Laplomented syetem daea nc. -ield more than one of the pussible
iree structures for a given sentence (mltipie anelyscs e possible
with program modification) it does contain a device that is an alter-
native to the temporary porallel annlyses of trees that cannot be
corpleted. ‘

The grarmar consis.z of 2 set of sublisipind gl 22 structure
form:.las as for example, in Table 2. lerc ‘I’ representa & —~un or
noun phrase class, 'V' a verb or verd pl-sse ~luss, 'Prep' a preposition
class, 'Mod' a prepositional phrase ~Vuss; *Ad,° an rdjective class, a—q

'S' n oscntence class. TV~ subscripts determir s the order and limita-

tions of application of *these rules vhern penerating as wll as
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Phrase

T

Art°+N2-N3

Adjo+N2-N3‘
Rl-rmdlnr!l

V1+N2=V2

Prepo + N3 - Modl
N3 + V3 = Sl '
Table 2

Structure Rules
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parsing. The use of the rules in parsing may be 1llustrated by
example.
Consider the sentence:

'The fierce tigzrs i India eat meat.t

each word:

"""o My, Yo Prep, B e i,
) . I | I | I |

The fierce tigers in India eat Deat

The parsing rethod requires that these grammar codes dbe exanined in
peirs to see if they occur in the left half of the rules of Title 2.
If & pair of grammar codes in the sentence under analysis matcnes one
of t*-+ miles and at the same time the subscripted of the components
of the Tsble Z pair are greaie. *hen or equal to those of tre corre-
=~nding elements in the pair ir the sentence, the latter pair may
b2 conngcted by a single node in a tree, and that node labeled with
the code in the right half of the rule in Table 2.

Going £ .: left to right (one migh* start froz either directicn),
the first pai- of codes to u» checked ic Arty + “cic' “his semuance
Anes not occur in the left half ol "y rule.

The next pelr ¢f -~des 1s Adj,. + :"O' Thig pair matches the
»

12£¢ half of rule 2 in Tsble 2, MY, # r §_. Here the subscrip'.s

2 2
in the rule are greatsr than or equal t: ::ir cuunterparts in the

sentence under analysis. Part of A tree zsy ncv be drawi.
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G—y

n 5
RN
Arto Ay l!c P:cpo NO ':ro “O
| | | l i I
The fierce tipr=e in Tllia ezt . rncat

The rext pair of codes to be saarched far 43 NO + Pre‘po.
This is not to be‘found in Table 2, I

The following pair, Prepo - NO, fits rule 5. Tadl_ .,
Prepo + N3 = Mndl. The subscript rules are not violated, and

accordingly, the sentence structure nov appears as:

N Mod,
7 AN Y
"""o T\’c “Io P Tpo “'o V'o - “Io

Tue fiev~e tigers in India eat meat

The next pair of codes, “0 + Vo alzo appears in [&le 2,

NB + V3 = Sl But if these two terms are united, the “O would be

a member of two units. This is not permitted, e.g.,

¥ Mo, S
PN / . / N\

/ AN /-
A‘t.?‘tc . Ad. o :‘C T r"_:-_: “0 JO ?:9
i f l | i : |
The fierce ticers in India eat meat

When a code saems to be = Tivnir of core than one h:,r;her

unit, the unit of minimal rank is the cor.> selected. :ank is detemined
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by the lowest subscript if tue codes are identical. In this case,
vhere they are not identical. S.L (sestance) is aitvays higher than a
Mod, or eny code other ~han another sentence type. Accordingly, the

union of No + V. 1f oue y2:7ormed. This particular c.vice is an

0
alterrnat ¢ 4. the tewporary cocputation of an slternsie tree siruc-

ture that would have to be discarded at a lat»r jtege of analvsie.

The next unit, VO + N

or finds e match in rule o, Tvle 2,

vl + N2 - ','2, yielding:

N2 v2
: /N 7\ /
Arto MJO No Prepo No VO N

| | | I | | I

The fierce g in Indis eat neat.

0

One complete pass has been made through thc zentence. Succeuslive

panses are made *="t‘1 no new units are derived. On the second pass,

the pair Art,o + AdJo, which hos already been rejectad. is not considered.

However, a new pair, Art. + N, is rov found in rule 1 of Teble 2,

2'

A-:to + 1‘32 = H}.




The tree now app2ars as:

Y3
[N
/ A /Voé N v,
/ ™~ ‘ AN // \
- 3 wr
Arto '\t&.} No mpc " v Alu
1
| | | o
The fierce tigers in Indis eal [

Continuing, the next pair accounted for by Table 2 is NO + Modl,

vhich is within “he domais of rule 3, Nl + Hodl = Nl- Here the sub-

script's of the grammar rulc are greater then or equal to those in the
text entities. lNow the U, assoclated with 'tiger,' is already linked

to an Ad,)o unit to form an 152 unit. However, the result of rule 3 in

Table 2 is an Hl unit. The lower subscript takes precedence; accordingly

the "2 unit e tie :1.* unit of which it formed a part tust be discarded,

wi+h the result:

N
/l 1 \
v
/ ’,'odl / 2
s «/
’ \' N i \
‘“‘"o “l“v‘o ¥, Pr TP ?o fo ’;o
§ ! : :
Thr fierre tigers in India esr ST

un the balance of this scan thosesh the genteucs 10 Do sTiUCTUrES

are <acountered. A subsequent pass W) Mk .'.J.JQ to ¥ producing an

N_ unit. Eveniually this N onit 151 oe considered for linkage with v,

n
5

2

to form a sentence, Sl' by rule 4 oi" Tabl. 2. ‘This 1i.03g® is rejected

for reasons pertaining to rules of precedence.

Jaly 21, 196k . sp-1602/002."0
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A subsequent pass links Arto wvith this b’a to form H3 by rule 1 of

by mle'6 of Table 2.

Table 2. This N3 is linked to V2
N,
/ \
l2 \
l1 \ \
lbdo . v
/ / O\ AN

‘rc My, 'I'o P’l"o % o %
The fierce . tigers in Indis eat meat

A8 the next v-%-n ¥i 3= no changes, the analysis is complete.
This particular sys'tem, as already 1. Jicated, maxes .:2 provision for
deriving several tree structures for a single sentence although it
miﬁa the problem of temporarily carrying additional analyses which
are late= diacp~'ad,

2.2 Dependency

A phrage structure or lmmed!late =sis.itusncy snalyeis of a
sentence may be viewed as a degcriptior of the re'stions amosg units
of varled couplngity. A dependency asai:cig 1< o description of
reirtions anong simple ur ‘s, e.g.; words. Tescriptions of the formal

properties of dependency trees ani their relatiorship to iomediate

-
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ct;nstituency trees can be found in the work of David H»’es,3 and
Haim Gaiﬁnan.h For the purpose of ihis paper, tue notion of dcpendengy
vill be explained in terms of the information requised by a dependency
parsing progranm.
. T™e vartlcular system desc;tbed next pérfoms a phrase strcture
and dspendency analysis simultaneouvsly. The sutoput of the vrogram
is a dependency tree superimposed upon a phrase struc. - *ree.
Fundamentally, dependency may be defined as the relationship of
an attribute to the head of the construction in which it occurs. In
exocentric constructions, the head is specified by definition. Table 3
contains a set of gramuatical rules vhich are sufficient for toth
' phrase structure and dependency parsing. A symbol preceded by an
aste-iak is considered to be the heed of that construction. Accord-
ingly, in rule . of Tuble 3, At + ’“2 = Ny, the Art, unit is
4evendent on the N_ unit. In rule 6 of Tacl: 3, iy v v3 = §., the

2
V3 unit is dependent on the N3 unit.
The method of perlorming a simultaneous phrase structure and
depenaency »~ .ysis is similar to the one aescribed in the previous
section. The additioual testwe is the czmiative cosputation ot

| tue dependency relations defired Ly *he rules in *Ye orn.ur. 2An

example will be helpn:' in {llustraiing tliig puint.
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1.

2.

i,
5.

-1l

Arto +"N_s=s N
AdJG #’Na = Nz
.“1 + Hodl - Nl

‘Vl + Nz = Va

*Prep, + N = Mod)
"N, +V, =S5

Table 3

Dependency-Phraas S<ructuse mulee

SP-1602/0C "0
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Congider the sentence:

3

| N 'The girl wore a aew hat.'

First the words in the sentence are numbered sequentially, and

the word class sssigr=c-ia ore made.

) : To Yo '“I"o Mie Yo
i

The girl vore a new hat
4} Y 2 2 4 2

The sequential mmﬁering of the words is used in the designation
’ of dependency welations. Looking shead, the dependency tree that will

be derived will be equivalent to the following:

| ‘ , girl\
-~ ~

~_ .
The/ wore

whe e tihe arrows indicate the directis: -* dependency. Anothes =

ils. Tasnlon--each

n

of indicating the same dependcncy c:alysis is +ne

word heing .ssociated with the n'mbe - ~° “ae »>rd it iz dependent on.
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The girl wore [ rew hat
o L 2 3 . 5
1 i L 5 2

Consider the computation of this analysis. The first *wo units,
Arto + HC' are united by rule 1 of Table 3, l.no + M =3 . The
results will be indicatod 4n a slightly different faenicn than in

the exomples of section 2 1.

N3(l)__'N (o)

"Arto ’No Wo 'Arto -.\dJO 'NO
| | ]
Ihe nlirl w&larc a new hat
o} Y 2 3 : 2

1

All of the infsv—=a*lon concerning the constructions involving
a particular word will appecar ir 2 zolumn above that word. Each such
word and the in.urmation above it will be callel an entry. This
pur® icular mode of deacription reprece-is the parsing a . rehes
placr in thé actual cormputer progras.

The fact that Art + ”O form a u..'t ia mar¥~d Ly the acciur-ence

of - N, at the top of entrice & eni &, Iie asterisk precedinz the

H3 at the top of entry 1 indicates that *! (s entry iz » aciated with
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the head of the construction. The asterisks asscciated with the
individual word tags indicate that at this level each wbrd is the

hesd of the construction containing it. This lasi feature is ne-essary
becmse.or certain design factors in ¢the nrag-am. |
. The numbers in lbrackets a.Jacent to the :!3 units indica’-s the
respective partners in the comstruction. Thus the (1) at the top of
entry O indicates that its partner is in entry 1, and the (0) at the
‘top of entry 1, the converse. The ubsence of an asterisk at the top

of entry O indicates that the r=uer in brackets at the top of this
entry also refers to the dependency of the English words invelved in
the construction; i.e., 'The! of entry O is dependent on 'girl' of entry
1. This notation actuslly makes redundant the use qf lines to indicate
tree structure. They are plotted oniy for clarity. Also re&undant
18 %3 widivions.. jalieetion of dependency in list fashion at the
bottom of each entry. This info.-.alion is tebule*~d only for clarity.

The next pair of units accepted for by the program is Adjo + N..

0
These, according to rule 2 of Table 3, are united tc forw sn “2 unit.
’-. w
W (0 aznlﬂ (k)
At "l Iy *Art, ‘ *aJ, '::,:,'
N | l | i |
The girl wore a new nav
° H 2 Lok 5
1 5

Here ’'new' is dependent on ‘hat.'

SP-1602/001/00
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On the next pass through the sentence, the H3 of entry 1, 'girl,’
is linked to the VO of entry 2, 'vore,' to form an Sl unit. It is

vorth noting that a unit not prefaced ty sn asterisk is ignored in

the rest of the parsing.

’s,(2)__s,(2)
Ny(1) =N (0) NASY e (k)
.
"""o "'Io ) AL, i"‘2”0 "l‘o
O R L A
9 1 2 3 L3 bl
1 1 5

The nev derc iancy - rging from this grouping is that of
'wore’ upon ‘girl.' The Art, of entry 3 plus the M, T entry 5
form the next unit cambined, & indicated by rule 1 of Table 3.
Note that the N_ of entry 4 can be skipped becsuse it is not pre-

2
ceded Ly an as* .risk. Adjacent asterisked w.ics are the only

candidates for unicu.




e

LN

July 21, 1964 -18- SP-1602/001/00

On the next pass through the sentence, the N3 of enif.ry 1, 'girli,’
is linked to the Vo of entry 2, 'wore,' to form an sl unit. It is
worth noting that a unit not prefaced by an asterizk is ignored in

-

the reat of the parsing.
*s,(2) s, (1)

Ny(1) _'II3(0) - l B (5) . __*N (L)

Aty M "o Mty My, N,
| ’ l | | !
The girl vore a aev hat
o] 1 2 3 5 2

1 1 5

The nev depe-dansr oo rging from this grouping is that of
‘wore! upon ‘girl.' The Arto of entry 3 plus the N, of entry 5"
form the next unit combined, as indicated by rule 1 of Table 3. ‘

Note that the N_ of entry 4 san be skipped becsuse it is not pre-

2
ceded by’ an 28t~ risk. Adjacent asterisked units are zhe only

candidates for union.

St

o omen e

P,
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*3,(2) .8/ (1) 005 ——— n,(3)
| _
u3|(1) —,(0) l ngl(s)__mia(u)
|
*Art, "% W, | ATt o I,
! | | I |
The girl wore a nev hat
° 1 2 3 % 2
1 b I 5 S

ocmmw-wmunm,mvoormryzn

linked to the N, of entry 5 to form, according to rule b uf Tabdle 3,

3

a V2 wnit. The sl unit, o2 vhich the Vo 13 already a part, 1s deleted
becave the Vo groupi g takes precedence. The result 1is:
(&3
*,[5) v (2)
%,(5) *(3)
Bo(1)__m,(0) (2 (k)
| | -‘ 3 F
'Art“ No - 3 'Afto L7 0N 5 m:,
| L
The girl wore L3 :Qv hat
° 1 2 = 5 2




July 21, 1964

SP-1602/001/~

The next pass completes the analysis, by linking the ’.!3 of entry 1

with the v2 of en:ry 2 by rule 6 cf Tabic 3.

*s,(2) _5,(1)

(5 v,i2)
|
53(5: "Na\3)
1!3(1).___.*3(0) “2(5)——-—"'2(")
| | I I
*Alrt‘? "'Io "o *‘_T‘o "T"o o
The girl vore nevw hat
° 1 2 3 L3 5
1 1 S S 2

Note again that the dependency analysis may be read directly

from the phrase structure .tm; the bracketed digit associated with

the top unasterieked phrase structure lotel +

the dependency of tre -rorc in thet entry.

each enmtiy indicates

The only entry having no wiasterick... fcrm at the top is I.

This implies that ‘girl' is <he heai of the seutcuca. This cholice of

the sain noun subject instead of the wm..i1 ver, as the scntence head

is of significance in gerarating cchicrent discourse. The reasons for

this are indicated in section 3.Z.

“d
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3.0 Genersation

The discussion of generation is ~oncerned with the production of
both nonsensical and coierent d{~rourse.
3.1 Grammaticaily Cus.oct Nonsense

The zenciation of grammatically correct novserse =ay be accom-
plished with the same type of phrase structusr =:leu es ir Table 2, 2
and 4, (The asterisks in Table 3 are not pertizent <. ““ratisn.} A
computer progren implementating a phrase structure generation grammar
of this sort has been built by Victor Yngve.’

The rules in Table 4 contain subseripts which, as in the parsing
system, control their order of application. The rules may be viewed
as revrite instructions, except that the direction of rewvriting is
the reverse of that in the parsing system.

Startink witn une symsol {ir rentence, S, 53' + V3 may be derived

‘- rule 6 of Table 4.

Nnte that 2 tree structure snn re “enerated in Lasing b
history of the rewritings. Lefisust nodes arc <.p=:xted “irct. The

N, vnit may be replaced by the lef- 4=17 o7 -4le 1, 3 ar 7. If tne
-

e.oscript of the N on the rizht Lot of thcese rules were greater than
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1. Art, +N_» N

2. My, + N, =W,
3. N, +Mod = N
bhe Vv, + X =V

5. Prepy + Ny = Mod)
6. X, +V_ =8 : -

8. V. =V

Tabie b

Ilustrative Generation Grammar Rules
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3, they would not be applicable. This is the reverse of the condition
for spplicability that pertained in the parsing system. Assume rule 1

of Table 4 13 selected, ylelding:

A node with a zero subscript cannot be further expanded. Al.
that remains is to choose an article, at random, gsay 'the.' The ﬂ2
unit can still be expanded. Note that rule 1 is nn longer appli:sble
because the subscript of the right hand member is greater than . .

Cuppss ruse ° ~f Table 4 is selected, ylelding:

N - _/V Sl \\
e Ny '3
Arto/ fl2
i \

The

Now an adjective un.y be chcser at rundor, cay, 'red.' The nnly

rvransions of N, are by 1ule 3 of . '~ %, or rule 7, vhich mzkes (% a

1
terminal node. Note thut rule 3 is recirgive: tant ‘s, it may be

used to rewrite a ncle repeatedly without reducing the value of the
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subscript. Alcordingly an adjective string of indefinitcly great
length could be generated if rule 3 were choscn repeatedly. For the
sake of brevity, next let rle 5 of Table L La silested, A noun may

nov be chosen st random. Say, 'car,' ylelding:

/ﬁ\\\\ -
/ 3“\ 3
/ \

z__z

[+

Let the V3 be written \f1 + N_ by rule 4 of Table 4 and that

\ revritten as " by rule 8 of Table k. Let the verd chosen for

this terminul nod~ be 'eats.!
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The only remaining expandable ncde is “2’ Assune that No is
selected by rule 7. If the noun chosen for the terminal qéde is

'gish! the final result is:

lk\ / ""6
Artqy / % \ _ "'2 “lz
My, "(1 o K,
i
L)
‘ |
i
. i. ‘ .
The red any .t fish

With no restrictions placed upon the selection of vocsbulary, no
control over the semantic coherence of the terminal sentence is prssible.
3.2 Coherent I'..course

The cutput ~f z phrase si.uciure generaticn graamn» ¢ » o2
iimited to cohe;-ent discourse under ¢ -tain conditi-ie. I+ (he woeunye
lary used is limited to that of some suurce text, snd 1f it 1is required

that the dependency reletions. in tne o' cul 5o.tences not differ frow

these present in the source text, then the ....put senteaces will b2
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ccherent and will reflect the meaning of the source text. For the
pwpose of matching relations betweca source tert and output text,
dependency nay be treat=d as transitive, except acrcss prepositions
other than 'of* end ev~2:t across verts other than fc.=s of 'to be.'

A ce=puler program vhich produces ccherent sentence par_phrases
oy monitoring of dependency relations has been des:ribed elwvhcre.s’?
An exarmwle will illustrate its operation. Jonsider SV~ *ext:

'The man rides a bicycle. The man is tall. A bicycle is a vehicle
with vheels.'

Assume each word has s unique grarmatical code assigned to it.

The man rides LY bicycle

Art N v Art N

The oan iz 1

| I

Art N v Ad}
A bicycle is T vehirle wi*h vheels
|| | ! | I
Art N K4 Ars & Prep N

A dependency analysie of thls toxt can k2 ‘n ‘e = of &

n2*work or a list structure. In el.iher nag>, for purrlses ol
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paraphrasing, tvuo-vay' de;ﬁéndency links are ass t¢ exist between

1ike tokens of the same noun. A aetwork description would a.pbeb.r as

follows:-
man_ nan
~ ‘l'he/ » rides . 'rne/‘ \in
bicycla bicyele \.u.l
a A is
vehicle
l/ \\vlth
~
wheels
) 1 2 3 L2 2 ] 1 8
The non - rides a bicycle. The man is tall.
1 o 1 L 2,00 | 6 1 6 1
9 noz oW L 15
A biefcie is e vehicle with vheels
10 K. 10 13 1 13 W

The paraphrasing pro7ra described would begin with the selection

of a cintence type.
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”_' ' This generation program,in contrast with the :cthod described
above, chooses lexical items as soon as a nev slot appears; for example,
the main subjcet and verb nf the senteuce are selected now, while they

are adjacent in the sentence troe. Assume that 'bicy:l2' 1s selected

as the noun for N3.

/ B
5 Y3
bicycle

It is nov necessary to find a verh directly or transitively dependent
on 'bicycle.' Inspection of either the network or liat representation
of the text dependency analysis shovs no verb dependent on ‘bicycle.’
the computer determ’:ic= +his by treating the dependency analysis as a
maze in wvhich it seeks a path betirer eacr. vus” token and the word
'bicycle.' Accordingly, the computer program requires that ancther uoun

be selected in its place; in this case, 'man.’'

Tre progrem keeps track of which towe™ of 'mer?! {8 seiccted.
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It is now necessary to choose a verb dependent on ‘man.' Let

'rides' be chosen.

N

nd v
3 3
man rides

Now the N3 nmay be expanded. Suppose rule 1 of Table &4 ic - zen

N/ l\v
3

3
/ man \ rides
Arty Y,

Not ‘hat 'man' 1s associated with the new noun phrese node, “2’

It is now necessary to select an article dependent ;:m 'man. '
Assume 'a' is selected. wWhile a path ‘a' tu ! ..' does seem to
exiut' in the dependen:y anaiysis, it crogses ‘rides, ' which is &
membe of a verb class trested ar an irtraisilive link. Aes~rding.y,
'a' is rejected. Either token of 'the' is acnertakle, hcwever.
(Note unat for simplicity of prescntation ao distinction amonz verb

classes has been made in t : rules or Tables i - L.)
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S \
P '3 v.
nan \ r'J:f.es
' At L
The man

The 'Arto' with a zero subscript cannot be further expanded.

Let the '!lz' be expanded by rule 2 of Tsble k.
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Let 'N_' be chosen as the next expansion of Nl, oy rule 7

the only node that remains to be expanded is V

3 If rule 4 of Table 4
i1s chosen, the part of the tree pertinent to 'rides’ becames:

A noun dependent on‘rides’ must now be famd Either token of

'man' would be rejected. If 'vehicle' is chosen, a path does exist

that traverses a transitive verb 'is' and two tokens of ‘blcycie.’

/ \
N / N

I'\
The / man rides vehicle
M, ﬁ
taii man
!
L]

SP-1602/001/00

Now
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Let 'Vo' be chosen as the rewirting ol VE by rule 8 of Table 4,
and let the H3 be rewritten by rule 1 of Table 4. The pertinent part

of the t-2e now appears as follows:

v

3
// rides
- Y1 M
rides : vehicle
| / N
- AN
Vo Arto : Nz
rides vehicle

Assume that 'a’ is chosen at the arvicle and that N_ is rewvritten

2
’ as Nl + )bdl by rule 3 of Table k. The result ia:
/' Sl\
Ve
v AN
N3 V3
/ man, /ridel
\
Art K, vy N
The mnan rides vehicle
/™ N
AT / N
wo Nl ¥ ALLO 52
tall n:nn riacs L] ;. wenacle
! / \\
“C bl 'bdl
an vehicle
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selected for it.

The Mod1 is purely a slot marker, and no vocabulary item is
If the Mod
Table U

1 is rewritten Prep. + K

3 by rule 5 of
'with' would be selected as a prepesition devendent on 'vehicle,
and 'wheecls' as 2 noun dependant on ‘with.' Afuer the
of rule 7, the N, would be rewriiten N

e gpplicrtion

0? completing the geners len.

/\
/\

0

rides
] 1
The / mm\ rides /vehicle
Ad.,o Nl Vo N2
vaLl =en rides n /vehicle
NO . “l Mad.
man vehicle / \
Prepo N3
with svheels
!JO
Or, 'The tall man riles a vehlzle with vheele. vheels
In csses where no word with the r~7uired depend-ncies .t S
found, the precgrem in seme instances delcetes the
? the tree, in others,completely ub

pertineni portion
selaction of both voeabul.uwy itens and strv-

hoet s the oeneration process.
randeely .

The

al furrmulas 1s done

.
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4.0 An Essay Writing System

Three computer programs were de:oribed in sections 2 and 3.

The first performs a unique dependency and phrase siructure analysis
of individual sentence: in wvritten English text, the -ocabulary of
vhich %n: received unique grarmar codes. The power of this program
18 1'mited to the capabilities of en extremely .3al recorrition
greumer.

The second program generates grarmatically correct sentences
without contx;ol of meaning. The third program consists of = version
of the second program coupled with a dependency monitoring sysiem that
requires the cutput sentences to preserve the transitive dependency
relations existing in a source text. A unique dependency analysis
cove-'neg relations both within and among text sentences is provided as
part of the input. <he cutputs =7 this third program are grammatically
‘~»rect, coherent paraphrasec of the input text whicn, hcwever, are
randon with respect to sequence and repetition of source text content.

Whaet iz called an 'e:nw; writing systgm in this section consists
of all the ;- ;rams described eartier, plus a rouvtine for assignirg
dependency relsaticus acroes seitences in an laput tesxt rad a »outine
vhich insures that the paraphrase . -tences will -mrear i g .virsl
sequence asd will nct Y- repetitiomis wit% resrect to the source text
sontent. Still anoiher device ii o cutire that permits the gencr iisn

of a paraphrase Srounua an outline supp’ -~ with 4 lerger body of text.

In addition, geveral generative devices have bLeen added: routines
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‘for using subject and object pronouns even though none occur in thé
input text, routines for generating relative clauses, although, again,
none may occur in the input text, and a routine for converting source
text verbs to output tex* forms eading in ‘-ing.’ 4
4.1 TDeperdency Analysis of an Entire Discourse .
After the operation of the routine that nerformus & dependency
and phrase structure analysis of individuai senteulis, "* is necessary
for another progran to enalyze the text as & unit to ussign depend-
ency links across sentences and to alter somes dependency relations
/ . ' for the sake of ccherent paraphrasing. The present version of the
‘ l program assigns two-vay dependency links between like tokens ol the
same noun. A future version will be more restrictive and assign such
links only among tokens having either similar quantifiers, dctemineu,
or subordinata «'oueec, . which are determined to be equatable by
special mtic rules. This is uecessary to insure \.uat each token
>or the ssme noun has the same real world referent. '
While simple depencency relations are sufficient for paraphrasing-
the artifictar T constructed texts usea 1n. e exper.ments described
in this paper, par:pl.racing of wvnrestricced Zugliah text would dewmsad
svecial rule revisions with respect !c the dii-ectinn wd .r.‘.r,n.'-"f-« -4

the dependeancy relation. The reason ®or this i easily understood by
L]

a siple example familiar to traneforzsuionni.sts.
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/ mi\\ is

"The King of 9pain is in Frence’

S
1' N D
AN

Trance
The parsing system would yield the <ame type of snalysis for each

sentence. Yot it would be desiradble to be sbles to parsphrase the

first sentence 1. 'h:

Ine water 15 on the table’

vi*hout the poseibility of paraphrasin~ “he second sevtence /1l

‘“nain {s ‘n Fance.-
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Accordingly, a future modification of the routine described in
this section would, after noting the special word classes involved,
assign two-way dependency links between 'cup’ and ‘of* and el30 between

‘of’ und 'weter,' but take no such action with worde *King,' 'of,' ancd

'Spein' in the seccad sentence. This reparsing of a persing F-s signifi-

cance for & theory of grammar, and its implications with respect to

siratificational snd transformational models is discussed in section S.

4.2 Parsphrase Formatting
Control over sequence and nonrepetition of the parsphrase sen-
tences is obtained through the selection of an essay format. The

format used in the experiments performed consists of a set of para-

grsphs each of vhich contains only sentences wvith the gsame main subject.

The ordering of the paragrsphs i{s determined by the sequence of nouns
&3 thaey orfcur in "¢ source text. The ordering of sentences within
easch parsgraph is partialiy coutrolled by Lus ai 'ence of verbs as
th: » occur in that text.

Before the jarsii.casing is begun, two vord lists are compiled
by & subroutine. The first list contains a to':m of es:'. source
taxt noun that is not dependen® on any noun or aoun token occurring
defc:e it in the taxt. The tokers erg ar-wged in souuce text Jris-.

The second list consists of avery 1c-;en of every .t in the text,

in semunce. .
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T™a fivet nour on t.e list is sutomatically selected as the main
sub ject noun for each sentence that is to be generated. As many gener-
ations are atterpted as there .are verbs on the vert list. The nmain
verb fcr each mch seritence generation attemot is ‘uken in gequence
from those on the 1ist. Once a sentence is tuccessfully gens-.ated, the
token of the verb used is deleted {ram the verb list. Nonsequentizl
use of verbs can occur in relative clauses or rodifying phrases. in
these instances also, the verbs or verb stem tokeas uied are deleted
fron the verb last. Wwhen evefy verb on the list has been tried as the
nain verb for a particular main sabject nour, a new paragraph is begun
and the next noun on the list becames the main subject for each een-
tence. The process is continued until the noun list is exhamusted.

It may happen that some nouns do not sppear as subjects of paragraphs
even thougl Ly _DP~2r on the noun list, becsuse Y.hey‘do not occur
a8 main subjects in the source tex:  (Thi. pru.edvve vas arbitrarily
sc.ected as suitable for testing the progran; other formats for essay
generation can be impiemented.)

The use of an outline as the basis for p-.erxting _3 essay from
a larger bedy of tert i3 c~~plished simply; the boundary tatween
the cu+line and ‘he main body of texi ‘h " follows 315 sarked. T~
rour list 14 limited only to thosc nouns occur~ir. L. the 3:tiine.

The »crbs selected still {nclude thoie “n the tain text as well as
the ones in the ocutline. Theursticclly, '..hc nain text could consist

. of a large lidrary; in that Zase the 2utlile might be icwed as an
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mfomf.ion retrieval request. The cutput would be ‘an esgay limited
to the subject matter of the outline but drawn fr:;u a corpus indefinitely
large in both size and range of subject matter.
4.3 feneration of Word Furms Not Present in the Source Text

Earlier experiuents indicaled that in man, instuan:2s 'reagonable
pa.rq.hrues could be performed with the method 424~rihed herein if
the dependency relations held only among stems rather zhan among full

wvord forms and if the stems we.e subsequently converted . rgrm. of

" the proper grampatical category. The present system will accept a

verd ron_n with proper deﬁendzncy re;atiuu and use it ir a form snding
in '-ing' vhen appropriste.
Relative clmises may be generated evea though no relative pro-

nouns occur in the source text. Where the generation process requires

. & yelatave vronmm, 'vho! or 'vhich' is inserted intc the'prcper slot

depending on ac sr"..ie; af the approp.izt~ antecedent. All the de-
¢ .~aptors of the antecedant are then nligned t~ the relative proamm.
As far as the operczt4on of all programs is concerned, the pronoun is
its antecedent. Accordingly, if a routine is to inquire vhethe: a
particular verv is dependent on & relative pronoun, the request is
fo=mlated in t.oms fjf the' vers's derendency om the =xiet.dori o
the relative pronoun. '

The system nay aleo generste sukject ard nbject pronouns although

su % forms 4o not occur in the sz, 2. Jhe use of aubjesct and

object pronouns is accomplished by separ i: routines. mjsct'prono\ml
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mey be used randomly at a frequency tha; may be controlled by input
parameters. Af‘er the occurrence of the first sentence in a paragreph,
a subject pronoun of appropris.e gender and nurber zay be used as the
main subject of subsequent sentences wi<hi= *b~ paragraph if progran
generated rendzi nmumbers fall within 1 specificd rance,

The occurrence of an object pronoun of amroprisie nucber and
gender is obligaotory whenever a nornsubject roun would normally ve
identical with the last nonmain subject noun usea. A special storage
unit containing the last nonmain subject ncun used gives the program
easy recognition of the need for a pronoun.

4.4 Computer Generated Essays

A nunber of essays were produced from varied texts, all of wvhich
were specially consiructeld so as to be sui-able for varsing by a
small dependency ong i, 2°e sirmucture grammar. The parsing recog-
nition grammar is contained in Te~iv 5. (deca.s32 *he material covered
forms a related vhole, Table 5 and all subsequent tables arc gathered
in an appendix at the end of this document.) The generation grammar is
shown in Tshl~ 4. The recocgnition rawes *. rores pow_ofal than tha
generation gruomar, “he lirst loput eoxt oxie ne use of an dutline;
e exactly, becamuse the program oriic..a%2e the prusen.e of 2-
outline, the entire text wee its own outlire. Ingut Text I is contained
in Toble 7, part 1. Its essay paruph:.-e, Coiput Text I, is contained

in Table 7, part 2. MNr-: that the generation rules used in producing

Output Text I do not contain th: rulc for producing facas ending in '-ing.'
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The use of this rule and the assoclated device for converting verb
forms ending in ‘-ing' is illustrated in Output Texts III and IV,which
appear in Tables 10 and 1ll.

Upambigucus word class assignmgnts were part of the input data.

As an example, the first senten:e of Inpai Text I, Table T, w3 coded:

Clever (adj.) John (noun, masc., sg.) met f{vorb, 3rd vers. ag.)

Mary {noun, fem., sg.) in (prep.) the (art) park | -2, prut. sg.).

Capital letters were indicated by a '+' sign preceding the first
letter or word because a computer does hot. normally rlecognize such
forms. The presence of an initial capitel letter with a word ciced
'noun' provided the progrem with information sufficient to distinguish
such forms as belonging to a separate class. Two verb classes were
disi.inguiuhed in tke resuy:tion grarmer, forms of ‘to be'! and all
otixer-; alsc, two preposition clas.es were establisucd, 'of' and all
others. A4 hoc word class assignments were nldz in the case of
'married’ in Input Text I, Trble I, vhich was treated as s noun, and
the case of 'f1 -enco' in Input Text II, Tabi: 3, which was labeled
an sdjective. In ench case “his vas donc in oréer to ovoin a move
corylicated generation grammar. A price wvas paid for thir sirpl.ricatior

as can be seen in the phrase 'Flamennc Meler® gererated in (utput Text II,

Table 9. The uncapitalized form cf 'heniisay' vhich appears in severrel
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of “he later paraphrases 1s not a typogrzphical error, but rather is
+ended to reflect the use of capitclization to distinguish a separate
vord clasi. In order not to assign 'bentley* ic ihe sane class as
'John' 1t was left uncapitiiized. (Tho devics is rot wholl: adequatc.)
The noun classes differentiated by the presence or absence ¢ jprefixeu
'4+! vere manipulated directly within the prog-am ruther than by special
rules for each class. The progron prevented a form orefived by a ‘'+f
from taking an article and from being followed by a form ending in '-ing.'
It should be noted that the spacing of ihe output texts in Table 7
snd beyond is edited with respect to spacing within parsgraphs. Only
. the spacing between paragraphs is similar to that of the originail output.
Table 8 contains an essoy paraphrose generated with the require-
ment that only the converse of Input Text I dependencies be present
- ip the wuipui.
5.0 Discussion
~here are several corments that can be made ahout the essay
writing progran with reapect both to the functioning of the prograns
and to the imm)ications for linguistiic ileo-_ figoestec by the results.
5.1 Program
The complled progran occilpies u=.m. 12,000 registere ol
Philco 2000 core storage, apprexirateiy 8,0°C regisrers of vhich are
deruted to tahblec. The JOVIAL progra :orteins approximat:iy 750

scatemonts. because o' space linitations, “he largest text the system

. can paraphrase is 300 English words, counting periods as words.
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One early version of the systexm took an hour and a half to para-
vphrase 150 words of text; various attecpts were made to control this
processing time. Two prgeramming devices used in this effort are
described below.

Becmii2 the generatiqn process involvas a search of o network--
the dzpendency structure of the text--the pfoccssi.:g time woml?d be

expected to increase exponentially with text size. Ine . °- factors
that contrel the exponential rate of growth, besides text length, are
the amount of connectivity among words and the syntactic complexity
required of the sentences generated. Text that seldom repeats tokens
of nouns would yield a nearly linear network, and the exponentiel in-
crease of processing time per word with respect to length would no*t + ‘
noticez>'« for short texts. However, the texts paraphrased in this
paper had a fairiy high trequency c?f repstition of noun tokens. The
ne' —rk representing the dependencies was maie relatively linear by
having the program link a noun token only to its i:ued;ately préceding
token. Because dependency is trarsitive, all ccnguted. results vere

the same as 17 - wh token of a noun were linked to every other tokén

of the same now. Bccmuse or “hi.s linking convention, the deperdency
retwork was sufficiently linesr *o ic . the rate of fnores . *lac->

with respect t¢ text levyla, at leaest 1or the examples used in this

Tar-r.

[y,
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i ’ Another device contributing to thc reduction of vrocessing time
is tree pruning. The progran generntes a tree. I a subconstruction
15 initiated that.cunnot be carried to caupletion, *t is cften
deleted without sbandornrs of the reiabuics of the C~merat.un tree.
Unrealiznble zijectives are anong ;hc units pruned. Tre ada tion
of a routine to prune modifying phrases reduced the processing .ioe
- to approxinately 10% of the time required without *he ~~:line vhen
the system wvas set Lo favor text vith numerous modifying phrases.
The cverage time for generating on essay from an input of about
150 words is nov 7 to 15 minutes,dependingz on the syntactic camplexity
. required of the cutput. The processihg tine for producing a tu«t
fronm a 50-word source is about 15 zminutes. From these figures it
can be seen that the processing time per word incrcases linearly with
the lengin of the t.al-.1° seconds per word for a SO-word text input,
sbout U5 seconds a word for a 157 -word text input.
' : 5.2 Theorctical Implications
The present vcr;ion of the autoaatic essoy writing system could
rot operate satisfoctorily with unrestriceel Ingiisrn text as input.
For it to do £o wou)# require rrflaciont of the dspradency enelysis,
whiich was derivea from irmedicie consticuency congiderat! s, s
indiceated carlier, reassignment of dencndenly liaks on the basis of
the presence of rnurcrous specici word c.asses woull be neceasary.

The problem presented b the neeessity for -~cosmiczing multiple

L/
’ parsinis of English sentences remains as enather major hurdle.
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The fact that verbs having appropriate deperdency relstions
in source texts were sa;l:istacto:-ily used as '-ing' forms in parsphrases
sugkests a more general system in which input text words belonging to
a variety of grapmatical classos cuuld be convarted to nev forms in
output text by the approuriate application of whui might be described
as inflectional and derivational processes.

Such a system would have significance for linsuiziic theory.
Even the system described earlier accomplishes the work of a number of
transformstions without using eny. While a transformational grasmar
might be used to produce paraphrases beyond the scope of this system,

the work of many transformations can be accomplished with a simpler

. conceptual frmmework. A transformation is en qnpiricd. generalization

“about a rlatios hip between strings. in contrast, a transitive inter-

pretation of dependency ielations can ofi:.r ¥2 used to predict the
i:lationship a trﬁfmtim represents. .

Even though inz essay writer described in this paper is an applied
systen, any complete theory of grammar should be sble ‘9 account for
its .operation. I do not. hel'leve that transforaational theory can lo
0.

A stratificational model of lunguage mighi. Lovc more explanatory

powcr. If, as in Sydney Lamb's noc1 .,8'9 on: posits ti.e existence of

a Lexemic stratum sbove a le.smic zne, en explanation can be provided.

Dependency relations may be viewed as a .3xemic counte:part of tactic
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relations armong sememes. A dependency structure defining relations
among lexemic units would have mauy very similar counterparts on the
sememic stratum, somevhat as a listing of a.l.lamrp‘ni in a language

might ;'esezble a lisgtlie ¢f Dorvhemes. The experiment: described
operated v .der conditions where the lepencdency structure wvas a cluse
approximation to the semotactic structire whiclh 4n pacited as Leing

the proper domain for manipulating meesing relations He. . 2ne text
and another. The first dependency smalysis is snalegous t(; lexotactic
analysis. A refinement of this analysis might correspond to a semotactic
malysis. Conceivsbly, a sufficiently refined system might cane to

resemble a dynamic implementation of & stratificational model.
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Ay + *y = Ey
M.vo B *‘.’1 - V2
’Nl + Sanl - !2
.'l + Hodl = Na

m"‘+v3.51

.V2+Nk.V3

'Va + m&l = V3
'V-isl + MJO = v3

'V-isl + N,‘ - 'J3

‘V-ial + lbd.l = V3
Arvg + ’K3 - N

*Prep, + N, = Mod,
*Pn cho + N3 - &anl

'?arto-o-u,‘-ﬂodl

Tble 5

Recognitior Gramar
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ﬁn'.c +31-L‘2

o * %"

2-'2"9)30(11-33
n2¢ML-u,‘
Fo=4y

v1+n,‘-v2

M

VO-VI

Pmo+u3-|b61
Prep, + Ny = Mod;
Rlb*vk'sl,'
.r.scnobva-mnlv

Table 6

Generation Grasnar
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CIqer John wet ma.y in the park. John asrried Mary.
Mzry loved John. Mary wvanted & child. Mary had s
caild. HNary raised a child. John ves s micoecsful
tusineseman who worked for s corporstion. Mary ve.
pemniless. John secretly loved Helen vho vas bemutiful.
Helen who alsc loved John was married to Peter. Mary
wvas a friend of Helen. Peter wvas a bduddy of John.
Helen who wvas friendly often ate lunch with Mary. Jchn
played golf with Peter. John wented Helen. Helen wvanted
Js%», Divorce vas impossible. The sclution wes simple.
John lixed Mary. Nelen li_.'u;v.’. Sster. John killed Peter.
Relen killed Mary. The end wes happy-

Table 7, Part 1
Input Text I
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John who married pennilsss Mary met her. Clever John
wvas a tusinecqman. He lcred friendly Helea. Te played
gulr. He vented Helen. Joan who killed » huddy liked

penniless Mary.

Mary in the park who vented & child loved clever John.
She had a child. e raised it. The was a friend of
friendly bematiful Helen.

Beautiful Helen loved successful Jokn. Beautiful Helen
. vas married. Helen vho wanted John ate lunch. She

ssand 2 MAdy. She killed Mary.

Peter wvas a buddy.

Table 7, Part 2

Cutput Text I




her.

Nery who merrisd John met him. Mary who killed
Helen liked "chn.

ammdm It hed her. It raised her.
Heleu loved John. She wanted him.

Peter vho killed him liked Lelen.
Lunch ste her.|

Golf ria,d John ot Peter.

Tadle 8
Parsphrese of Tzput Text T Usiny. Cimverse of Der<.denciea




Clever John met Mary in the pmk. John “arried Mary.

Mary loved Jehn, Mary vanted a citsld. la~v had o

shild. Mary raised a child. Juahin vas & successfLl

businessman who worked for a corpocrstion. Mary vas

penniless. John sucretly loved Helen uho se»e hesmatiful.

Helen who alsc loved John wvas married to Peter. Mary

(Outline) _

vas & friend of Helen. Peter vas a buddy of John.

Yelen vho vas friendly often ste lunch with Mary. Jchn

played golf with Peter. John vanted Helen. Helen amted
. v John. Divorce wvas impossidle. The solution was simple,

John liked Mary. Helen liked Peter. Jchn killed Peter.

Halen ¥irien M2y, The end vas happy.

A dusinessman is s nan vho likes money. John vas s

gangster. Peter wvas & bullfighter. Mary was a countess.

Helen was a flamenco dencer. I = is u ricimy oeal.

A gangsts™ com.iitg crimes. A Dulllighter fighis bulls.
(Main Text)

Bulls are dangerou: emimais. Tue gengster drivos e

bentley. The flamenco darcer has sany samirers. The

countess owns & castle.

Table 9, Part

Injut Text IT




John wbo merried penniless Mary met her. Clever Jobn
who comaits crimes wis e businsezwen. Jever Jchn vhe
Mmowmw;nmcodneer. John played
golf. He wented Helen. Clever John b~ killed Peter
1liked Mary. Jobn wihio likes money is 3 man. Claver’
John vas a gxgster. .

Mary loved a successful businessmen. Mary vho vas a
countess wanted a child. Pemuzalta-yhdit.’
Penniless Mary raised it. She wves & friend. Mary in
the park owns a castle.

Fiameno hele: 1~~vd clever John. She wvas murried.

She ate lunch with Mary. Felea vented volz.  She 1iked
Peter. BHelen killed s countess. Nelen who hes many

sdxirers war a dmncer.

Peter w.c fights bulls wvas & buddy of Jobn. He vas

& bullfi uter.

Table 9, Part 2

Outrat Tma. 77
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(outlin=)

(Main text)

SP-1602/001/00

The hero is Feter. The unfaizhful husband is

John vho commits murder.

John ves & gmngster. The gangster drives s
bentley. A gangster commits crimes. John
was a successful businessman who works f~- a
corporation. Bulls are dangerous animals.

Peter vas a bullfighter. A builfighter fights

ville,

Table 10, Part 1

Input Text IIT
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A hero fighting bulls is Peter. He vas &

bullrightor.

The husband coomitting murder is successful
John who vas a gangater driving a bentley.

A husband commits crimes. The successful
wnfaiv ul husband is s successful businesaman.

Table 10, Part 2
Output Text IIX
With Conve. sion of Source Text Verbs to “orms in ' -ing'
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(outline)

(Main text)

The hero is Peter. The homewrecker is Helzr. The
unfaitrful hver53 is John vhw cummiin =urder The

Too: rousevife is Mary.

John is a successful “»usipreesasn w0 works for
corporation. A husinessman is a man who likes mcney.
John was & gang~ter. Peter was & bullfighter. Mary
vas a countess. Helen wvas & danzer. A ;mgsur commaits
crimes. A bullfighter fights bulls. Bulls are dsnger-us
animals. The gangster drives s bentley. The dancer has
many adnirers. The dancer vears a hat. The countess
owns a ch%ix.  T~hn secretly loved Helen who vas
beautiful. Helen vho &l~v ioved John Ja. married to
Peter. John wanied Heien. Helen vanted John.

Divorce was impossidle. The solution vas simple. John

Xille* Peter. Helen killed Mury. -~ e end was happy.

Tabl: 11, Fur. i
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: (Last page) '

A hero fighting bulls is Peter. He vas 2
bulifighter.

The bemtiful homewrecker vho wanted a gangster °4:0
commits crimes is Helen. The liomewrecker vas 2 Am:ecur who
has many admirers. 3he wears a hat. She loved successful
John wbo loved the Gancer. A beautiful homewrecker was

married. She killed Mary vho own3 & castle.

An unfeithful husband liking money is the gangster .
-~ -ariving w Vertley. He. commits muder. -The unfaitiful
, tmabong vor. ing is & successful buuinessman. He is
o - . a man. The husbend ves & gangster. ™he smfaithful hasband

vanted Helen. The husband killed Peter.

Psble 11, Part 2
Ourput Text IV -
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URCLASST? (0
System Development Corporstion,
Santa Monica, Califorania
AUTOMATIC PARAPHRASING IN ESSAY POMAT.
Scientific rept., SP-1602/001/00, %y
S. Klein. 21 July 1964, 60p., 11 talles
Unclaseiried repcst -

DESCRIPTORS: Langusge.

Describis an operating computer program
that sccepts as input an essay of up to
300 vords in length, and yields as ocutput
an essay-type parsphrase that is a
nonredundant summary of the comtent of

UNCLASSIFI 20
the sourte ilext. HRevcrses that
slthougn no transforsetio=e wrw
used, the content of ssveral sentences
in the input text may be combined into
& sentenc:- 1p the output. Purther
reports that the format of the output
essay zay be varied by ed ‘i.s‘3eqt of
progTam parsmeters, and that the system
occasionally ‘userts subject or object
pronouns in its parzph- see to avoid
renctitious style.,
NCLASSIFT D
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